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Abstract—Robots that will cooperate (or even compete) with
humans should understand their goals and preferences. Humans
leak and provide a lot of data, e.g., they take actions to achieve
their goals, they make choices between multiple options, they use
language or gestures to convey information. And we, as humans,
are usually very good at using all these available information: we
can easily understand what another person is trying to do just by
watching them for a while. The goal of my research is to equip
robots with the capability of using multiple modes of information
sources. For this, I propose using a Bayesian learning approach,
and show how it is useful in a variety of applications ranging
from exoskeleton gait optimization to traffic routing.

Index Terms—robot learning, human-in-the-loop learning

I. INTRODUCTION

While robots and agents with artificial intelligence (AI) are
increasingly becoming part of our lives, most of their current
interactions with the humans is one-way, e.g., a driver com-
mands a vehicle to park autonomously, or the vehicle warns
the driver about weather conditions. However, their successful
integration into society will require them to intelligently adapt
to and influence the humans and other robots.

These two-way interactions, where agents need to learn,
adapt to, and influence each other; appear in almost all real-
life scenarios. Human teams good at collaborating are often the
ones where each individual adapted themselves to the others,
e.g., sports teams train together rather than trying to improve
individually. However, AI agents are not yet capable of this
adaptation: their inability to model others led to problems in
several occasions. For example, price-setting bots tried to sell
a book for $23.7M on an online retail website, because they
were competing and did not realize if they increase the price,
the other bot will also do that [1]. Though this is an old
example, we still see similar issues arise: autonomous cars fail
to change lanes as they do not know the other drivers will slow
down if they simply nudge them [2]. My approach to enable
robots to achieve the two-way interactions is inspired by how
humans interact: we efficiently infer our partners’ goals to
optimize our behavior. For example, we move to one side of
the sidewalk when we see a cyclist is approaching. If there is
a mismatch between the inferred goal and our own goal, we
try to influence our partners, e.g., if the cyclist moves to the
same side, we stop for a second to imply we want to stay on
this side and they should use the other side.

My approach to equipping the robots with these capabilities
consists of two parts. First, robots model the behaviors and
goals of the other agents by learning from different forms of
information they leak or explicitly provide. Second, they inter-
act with the others to achieve online adaptation by leveraging
the learned behaviors and goals, e.g., an autonomous vehicle

will adapt to both its driver and the other vehicles to better
optimize its route and driving style.

In this article, I mostly focus on the first part: how can
robots learn from and model humans? For this, I discuss learn-
ing from various forms of human feedback in Section II, and
two interesting applications in Section III. Moving forward, I
will do research on how these learned models of other agents
can enable robots to adapt to and influence them. My long-
term research goal is to enable robots to utilize all forms of
information available in the environment, and use these models
to achieve adaptation in complex multi-agent systems that even
involve non-stationary agents or the need for online learning
and teaching, some of which I discuss in Section IV.

II. LEARNING FROM HUMAN FEEDBACK

I propose using a Bayesian approach to learn from humans,
where we learn their policy or reward function by updating
our belief about them after observing every data sample. For
example, if this policy or reward is parameterized by ω, then:

bi(ω) = bi−1(ω)p(datai | ω) ,

where bi−1 and bi are the prior and the posterior belief about
ω, and datai is the observed data, e.g., a demonstration or
a choice made by the human. This approach requires only
a model for the likelihood term p(datai | ω). While the
maximizer (or the expectation) of the posterior provides a good
policy or reward, this approach also enables modeling uncer-
tainties. Besides, even non-parametric models, e.g., Gaussian
processes, can be trained in this way as we showed in [3].

In addition to ability to incorporate new data, this Bayesian
approach enables modeling uncertainties and learning actively.
The former is important for safety-critical applications and
understanding how good the human is modeled. The latter
enables us to model humans quickly, which is often crucial
in robotics, since data collection is very costly. Below, I give
some examples of what kind of data we can learn from.

Learning from Demonstrations. Robots may learn through
human demonstrations [4, 5]. Standard imitation learning and
inverse reinforcement learning solutions suffer from the fact
that when human demonstrations are suboptimal (which is
often the case in robotics due to high degrees of freedom [6, 7,
8, 9], and cognitive biases [10, 11]), the robot cannot realize
it. However as we showed in [12], the Bayesian learning
approach enables us to keep a belief for the reward function
and better tune it with other forms of data, e.g., comparisons.

Learning from Comparisons. Demonstrations are only one
information source, and are very sparse in robotics. Hence, we



Fig. 1. In my research, I worked on (left) learning from various forms of
human feedback, such as demonstrations and comparisons. (right) My work
has enabled learning the gait preferences of the lower-body exoskeleton users.

focused on another source: comparisons [12], where a robot
shows two different trajectories and the human selects which
one they prefer. Comparisons are very reliable, as humans are
much better at comparing options rather than finding optimal
actions or quantifying success. With comparison feedback,
we were able to have robots model humans’ behavior by
keeping a belief over their objectives [3, 12]. Besides, we
developed algorithms that enable robots to learn actively by
optimizing the comparison questions they ask to improve
data-efficiency. To also increase time-efficiency, we developed
batch-active methods for optimizing multiple questions at once
while ensuring the diversity in questions to prevent redundancy
[13]. We later released an open-source software library that
unifies all these learning from comparisons methods [14].
Leveraging Richer Feedback. Our research showed the com-
parison questions can be enriched to improve both learning ef-
ficiency and expressiveness of the learned models. Specifically,
we showed letting users indicate indifference between two op-
tions makes their responses more reliable, and leveraging this
third option improves learning speed [15]. We further extended
this work to enable AI agents learn from scale feedback where
users tell how much they prefer one option over the other
[16]. However, theoretical works proved pairwise comparisons
are not enough to learn multimodal rewards which are often
needed in real applications [17]. With the Bayesian learning
approach, the comparisons need not be pairwise. We showed
ranking queries where users rank multiple trajectories enable
robots to learn multimodal rewards [18].

Importantly, all these improvements only require modeling
a new likelihood term, p(datai | ω). Hence, robots can use
these different information sources together.

III. APPLICATIONS

Before discussing some future works, I want to briefly men-
tion two interesting applications of our learning algorithms.

First, they have had a direct impact on personalizing robots
(see Fig. 1). We applied our learning from comparisons
methods for lower-body exoskeletons [19], which aim to
restore mobility to people with paralysis, a group with nearly
5.4 million people in the U.S. alone [20]. While these peo-
ple cannot possibly provide demonstrations, they can give
comparison feedback. Our active learning algorithms have
also been crucial, as this is a very demanding process. With
actively generated comparison queries, we have been able to
understand their preferences and optimize comfort and safety.

Secondly, we noted people give choice feedback on ride-
hailing applications, e.g., Uber and Lyft, when they select
between multiple commute options. Using these data, we learn

their price-latency tradeoff, which enables us to come up with
a joint pricing and routing strategy to reduce traffic congestion
while still serving the same number of passengers [21, 22].

IV. FUTURE WORK

A robot with a good understanding of another agent’s
behavior can use this knowledge to predict what they are trying
to do, assist them in their task, and even teach them how to
perform the task better. To this end, I will discuss incorporating
other forms of human feedback to improve the learned models,
and how robots can best use these learned behaviors.

A. Other Forms of Human Feedback

I have so far focused on learning from comparisons, demon-
strations, rankings, scale feedback, etc. However, humans may
provide or leak information in many other ways, such as
ordinal data [23], language [24], gaze [25] or gestures [26].
Future work may incorporate these into the Bayesian learning
framework. Moreover, I think one of the ultimate goals for
robot learning researchers should be developing foundation
models [27] for robotics so that we can have robots that learn
from all the available data in the environment despite the cost
of getting explicit feedback from humans.

B. Incorporating Nonstationarity

In an earlier work, we showed hierarchical comparison
questions, where users respond to a sequence queries whose
trajectories follow each other, enable learning dynamically
changing goals [28]. However, real users are more complex.

If a robot optimizes its behavior based on its predictions
about others, they will start predicting what the robot will
predict. This recursive reasoning, known as theory of mind,
may go much deeper to the point where it is computationally
intractable. Hence, robots should not always optimize their
behavior with respect to the others. They should instead use
game-theoretic techniques to find and reach the equilibrium
that is best for them. Future work may focus on finding and
reaching these equilibria in multi-agent environments.

Another nonstationarity is due to humans’ latent states.
As an example, how much a human trusts a robot varies
over time based on the task performance, and is not directly
observable. Future work may formulate the learning problem
with a partially observable Markov decision process to predict
these latent states while also learning the humans’ objectives.

C. Teaching Humans

A robot with a good understanding of a human’s behavior
can use this knowledge to teach them. As an example, com-
puters have been better than humans in chess for more than
20 years. Players have started to use these chess engines to
create better openings, lessons, or chess puzzles [29]. I believe
similar ideas may be useful for more complex and dynamical
systems. For example, can we have a semi-autonomous vehicle
that makes humans better drivers? Or can we replace the
training wheels of a bike with a self-balancing system to teach
how to bike to beginners?
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