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ABSTRACT
Learning from human feedback has gained traction in fields like
robotics and natural language processing (NLP) in recent years.
While prior work mostly relies on human feedback in the form
of comparisons, language can be a preferable feedback form that
provides more informative insights into user preferences. This work
aims to harness human language feedback to improve robot tra-
jectories and infer human preferences. To achieve this goal, we
learn a shared latent space that integrates trajectory data and lan-
guage feedback. Our experiments demonstrate that by utilizing this
learned latent space, we can effectively leverage human language
feedback to improve robot trajectories.
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1 INTRODUCTION
Learning from human feedback has gained significant popularity in
robotics over the past few years. Several different forms of human
feedback have been studied: preference comparisons [1–4], rank-
ings [5], physical corrections [6], visual saliency maps [7], human
language [8, 9], etc. Among types of different human feedback,
preference comparisons arose as one common approach due to
its simplicity and ease from the perspective of the human users.
In these methods, human users are presented with a query that
consists of a pair of trajectories, requiring them to select their pre-
ferred option. Based on their selections, a reward function is learned,
which is then used to train a better policy for the robot. Known as
reinforcement learning from human feedback (RLHF) [2] or more
generally preference-based learning [1, 10], this method has been
applied successfully in a broad range of fields ranging from robotics
[3, 11] to natural language processing [12], from routing [13] to
human-computer interaction [14].
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Despite their success, preference-based learning methods suffer
from several problems [15], such as the reliability of human data and
the limited information bandwidth, i.e., each preference comparison
requires the user to carefully analyze two trajectories but contains
at most one bit of information [16]. Besides, both trajectories in a
query may have their pros and cons, which makes it difficult for the
user to give a single preference label. For instance, the human user
may prefer the robot to move quickly but away from the fragile
objects. When one trajectory moves quickly near the fragile objects
and the other slowly but away from the objects, the human will
have to decide the tradeoff between these two features. Instead, a
better interface would allow the users to specify their preferences
for each individual feature. Although there has been some research
in this direction, they require features to be designed by hand [17].

As an alternative form of human feedback, language is consid-
erably more informative than preference comparisons. It allows
human users to reveal the specific aspects that they prioritize and to
provide guidance on the desired direction for policy improvement.
For example, it allows users to simply say “the robot should move
faster” to indicate their preference about the robot’s speed. While
there are existing studies that leverage human language feedback
to adjust robot trajectories [9, 18–20], it is noteworthy that no prior
work has explored the potential of utilizing language feedback in
preference-based robot learning frameworks. The incorporation
of language feedback into the learning process offers a richer and
more efficient understanding of users’ preferences.

In this work, we aim to leverage human language feedback to
improve robot trajectories with the ultimate goal of applying it for
preference-based learning. In pursuit of this objective, we first learn
a shared latent space that integrates trajectory data and language
feedback. Such integration enables us to comprehend human lan-
guage feedback and leverage it for adapting a robot’s behavior to
better align with the preferences of the human user. In the future,
the learned features and the shared latent space will enable us to
conduct preference-based learning with a single trajectory: we will
use the human’s language feedback to construct an imaginary tra-
jectory in the latent space which is preferred over the trajectory
shown to the human.

2 PROBLEM DEFINITION AND APPROACH
Each robot trajectory consists of state-action pairs for𝑇 time steps1:
𝜏 = {(𝑠0, 𝑎0), (𝑠1, 𝑎1), ..., (𝑠𝑇−1, 𝑎𝑇−1)}. A reward function encodes
human preferences regarding the task:

𝑅(𝑠𝑡 , 𝑎𝑡 ) = 𝑤⊤𝜃 (𝑠𝑡 , 𝑎𝑡 ) (1)

1Our work trivially extends to the cases where trajectory length is not fixed.
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Figure 1: Overview of our architecture that learns a shared
latent space between trajectories and language feedback

where 𝜃 is an unknown function that maps a state-action pair to
its corresponding vector of features. Similarly, 𝑤 is an unknown
vector of weights that maps the features into a scalar reward value.
The reward of a trajectory is then defined as:

𝑅(𝜏) =
𝑇−1∑︁
𝑡=0

𝑅(𝑠𝑡 , 𝑎𝑡 ) = 𝑤⊤
𝑇−1∑︁
𝑡=0

𝜃 (𝑠𝑡 , 𝑎𝑡 ) = 𝑤⊤𝜃 (𝜏) . (2)

For each trajectory, the human user may provide language feed-
back 𝑙 that attempts to improve the trajectory (based on the reward
function) in one aspect, e.g., speed, distance to objects, height of
the robot’s arm, etc. Our goal is to develop a framework where we
optimize the robot’s trajectory based on such feedback.

To achieve this, we take a learning-based approach: First, we
collect a dataset that consists of pairs of robot trajectories and a
language label describing their difference. We use this dataset to
learn a shared latent space between trajectory features and language
utterances. We then use this latent space to improve trajectories
based on humans’ language feedback.
Learning the Shared Latent Space. To learn a shared latent space
for trajectories and language feedback, we propose themodel shown
in Figure 1. An encoder neural network encodes each state-action
pair (𝑠𝑡 , 𝑎𝑡 ) from trajectories 𝜏𝐴 and 𝜏𝐵 to embeddings 𝜙𝐴𝑡 and 𝜙𝐵𝑡 ,
respectively. Our goal is to ensure these embeddings approximate
𝜃 (𝑠𝐴𝑡 , 𝑎𝐴𝑡 ) and 𝜃 (𝑠𝐵𝑡 , 𝑎𝐵𝑡 ) such that their averages 𝜙𝐴 := 1

𝑇

∑𝑇−1
𝑡=0 𝜙𝐴𝑡

(and similarly defined 𝜙𝐵 ) will give 𝑅(𝜏𝐴) and 𝑅(𝜏𝐵) when multi-
plied with𝑤⊤. Achieving this requires𝜙𝐴 and𝜙𝐵 to carry sufficient
information about the trajectories. To encourage this, we employ
an autoencoder-like architecture with a reconstruction loss:

𝐿recon (𝜏𝐴, 𝜏𝐵) = 𝑑 (𝜏𝐴, 𝜏𝐴) + 𝑑 (𝜏𝐵, 𝜏𝐵) (3)

where 𝜏𝐴 and 𝜏𝐵 are trajectories (sequences of state-action pairs)
reconstructed from 𝜙𝐴 and 𝜙𝐵 with a decoder neural network, and
𝑑 is a distance function between the trajectories. In this work, we
use the squared Euclidean distance between state-action pairs.

Although these reconstruction losses encourage 𝜙𝐴 and 𝜙𝐵 to
carry high information about the trajectories, they do not align them
with the true 𝜃 -vectors. For that, we use the language utterance 𝑙 in
the dataset that tells us the difference between the two trajectories

𝜏𝐴 and 𝜏𝐵 , e.g., “move faster” if 𝜏𝐵 is a faster trajectory than 𝜏𝐴 .
Note this language annotation does not necessarily align with the
human’s preferences about the robot: it just describes a difference
between the trajectories — it is possible to have 𝑙 =“move faster”
even though the user wants the robot to move slowly.

We use a pretrained BERT model [21] to encode the language
feedback 𝑙 as𝜓𝑙 . To align features of trajectories with language feed-
back, we first freeze BERT model and train the trajectory encoder.
Subsequently, we perform co-finetuning of both components. Now,
aligning 𝜙𝐵 −𝜙𝐴 with𝜓𝑙 will enable us to acquire the embedding of
an improved trajectory as 𝜙𝐴 +𝜓𝑙 when given an initial trajectory
𝜏𝐴 and language feedback 𝑙 .

To achieve this alignment between 𝜙𝐵 − 𝜙𝐴 and𝜓𝑙 , we use the
following loss function in training:

𝐿align (𝜏𝐴, 𝜏𝐵, 𝑙) = − log
(
sigmoid

(
𝜓⊤
𝑙
(𝜙𝐵 − 𝜙𝐴)

))
(4)

where the sigmoid can be considered as the probability that lan-
guage feedback 𝑙 aligns with the difference between 𝜏𝐴 and 𝜏𝐵 .

Overall, the objective we use in the training is made up of two
terms:

𝐿(𝜏𝐴, 𝜏𝐵, 𝑙) = 𝐿align (𝜏𝐴, 𝜏𝐵, 𝑙) + 𝐿recon (𝜏𝐴, 𝜏𝐵) , (5)

which we use to train the encoder, the decoder and finetune BERT.
Training this architecture gives us the ability to encode any

trajectory and language utterance in the same latent space. In the
next section, we demonstrate how this latent space is useful for
adapting robot trajectories based on humans’ language feedback.

3 EXPERIMENTS
Environment.We conduct experiments using Robosuite 1.3 [22].
We created an environment with a Jaco robot arm at a table with a
cube and a bottle. The states in this environment are 65-dimensional
and the actions are 4-dimensional (the end-effector of the robot is
set to always point down).
Training Dataset. We automated data collection process using
simulated humans. For this, we first hand-crafted true 𝜃 (𝑠, 𝑎), i.e.,
relevant features in the environment:

• The height of the robot’s end-effector
• The speed of the end-effector
• The distance between the end-effector and the bottle
• The distance between the end-effector and the cube
• How well the robot lifts the cube (i.e., level of success of
cube-lifting task)

The level of success of the cube-lifting task is quantified by: 1)
whether or not the cube is lifted above the height of a success
threshold or 2) a weighted sum of the distance to the cube and
whether or not the end-effector is grasping the cube. Note that
we use these features only for automatically creating a dataset —
training our architecture does not require hand-designing features.

For each of these features, we created a list of adjectives and
their antonyms. For example, the height feature has the adjectives
{higher, taller, at a greater height} and the antonyms to those ad-
jectives {lower, shorter, at a lesser height}. We use each of these
adjectives and their antonyms to construct a language feedback
with the template: “Move [adjective/antonym]”, leading to an initial
language feedback dataset of size 32 (22 training and 10 validation).
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Figure 2: Each sample in the dataset consists of a pair of
trajectories and a language utterance that corresponds to the
difference between them.
The template varies based on specific attributes. For example, “Lift
[adjective/antonym]” is used for feature height.We then augmented
these datasets by using GPT 3.5 [23] to obtain a training set of 241
language feedback sentences and a validation set of 110 sentences.
Of these sentences, 8 were shared between the training and valida-
tion sets since GPT 3.5 generated duplicate augmentations.

We then trained RL policies with randomized reward function
weights𝑤 (via stratified sampling [24]) that operate over the hand-
crafted features listed above. We used these RL policies to make
218 unique rollouts with trajectory length 𝑇 = 500. We used 196
of these trajectories as the training set and 22 as the validation set.
Pairing each couple of trajectories from the training set yields to a
total combination of 19,110 trajectory pairs.

Finally, we trained our architecture that learns a shared latent
space between trajectories and language feedback using these
19,110 trajectory pairs augmented with the training set of language
feedback sentences. An example data sample is depicted in Figure 2.
Ablation Study: BERT Variants.We trained our full architecture
with 3 variants of BERT that have different model and output sizes:
BERT-base, BERT-mini, and BERT-tiny [25]. We measured their
success based on how well the learned models explain the language
comparisons from the validation set between pairs of validation
trajectories. Mathematically, we computed sigmoid

(
𝜓⊤
𝑙
(𝜙𝐵 − 𝜙𝐴)

)
for the validation set as the success metric, similar to 𝐿align in
training. The results are shown in Table 1. Noting that 0.5 would be
a random-guess baseline, all variants seem to learn useful encoders.
While BERT-base performs best, it is also computationally the most
expensive due to larger model and output sizes.

Table 1: Validation Accuracy in Training
Variant BERT-base BERT-mini BERT-tiny
Val Acc 0.871 0.862 0.861

Analysis: Improving Trajectories. To test the models trained
with BERT-tiny, chosen due to its computational efficiency, we
conduct an experiment where we try to iteratively improve an
initial suboptimal trajectory.

For this experiment, we randomly initialize reward function
weights𝑤 to simulate a human user. Let 𝜏∗ and 𝜏0 denote the opti-
mal and the worst trajectories under reward𝑤 from the validation
set. The simulated user is then shown trajectory 𝜏0 and asked for
language feedback, which it responds with:

𝑙0 = argmax
𝑙

(𝜃∗
𝑙
− 𝜃0

𝑙
) (6)

where 𝜃∗ and 𝜃0 denote the true cumulative features of 𝜏∗ and 𝜏0,
respectively, and the subscript 𝑙 chooses the entry of the vectors that
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Figure 3: Results of experiments where we use simulated
human language feedback to iteratively improve a robot tra-
jectory (mean± std over 100 runs). The dashed line represents
average reward of optimal trajectories. (Left) Argmax human
feedback model. (Right) Softmax human feedback model.

correspond to the feature represented by language feedback 𝑙 (and
the negative of it if 𝑙 is one of the antonyms). We also experiment
with a softmax model instead of the argmax model to capture noisy
feedback from humans.

Upon receiving human’s language feedback, we use our trained
models to compute 𝜙0 and𝜓𝑙0 . We then find the improved trajectory
𝜏1 from the validation set such that its difference with 𝜏0 best aligns
with the human’s language feedback based on cosine similarity:

𝜏1 = argmax
𝜏 ′

𝜓⊤
𝑙0
(𝜙 ′ − 𝜙0)

∥𝜙 ′∥2 · ∥𝜙0∥2
(7)

We iteratively continue this process for 15 iterations to obtain
𝜏0, 𝜏1, . . . , 𝜏15. We repeat the full experiment over 100 random seeds.
The true rewards of these trajectories are shown in Figure 3. With
both argmax (noiseless) and softmax (noisy) human feedback mod-
els, we are able to iteratively improve a trajectory based on human’s
language feedback. As it is expected, the improvement is faster with
noiseless feedback. Perhaps surprisingly, the approach does not
suffer from the tradeoff between different features. For example,
in this iterative approach, it would be possible to sacrifice some
desired features for improving the trajectory based on the latest
human feedback, which could cause some decrease in the reward.
We believe we are not seeing such behavior due to the relatively
small validation trajectory set size.

This result is a strong indicator that our architecture is able
to learn trajectory features well and align them with language
feedback. This will enable us to use these models for other human-
in-the-loop learning methods, e.g., preference-based learning.

4 CONCLUSION AND FUTUREWORK
In this paper, we presented a framework that leverages human
language feedback for improving robot trajectories by learning a
shared latent space between trajectories and comparative language
feedback. In the future, we are planning to develop preference-
based learning methods that use human language feedback via
our proposed architecture: consider a given trajectory with fea-
tures 𝜙𝜏 and its associated human language feedback𝜓𝑙 . We will
generate an “imaginary” preferred trajectory whose features are:
𝜙𝜏 +𝜓𝑙 . We will apply preference-based learning over this pair. To
most efficiently achieve this, we need to develop a computational
model of how humans select which feature to give language feed-
back about. Furthermore, we will conduct experiments in other
simulation environments, as well as experiments with real robots.
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